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State and local public health departments are con-
tinually searching for training that builds competency
in public health emergency preparedness (PHEP)
response capability. Given the scarcity of departmental
resources, when possible, this training is done within
the health department. However, internal training
development and conduct is logically constrained by
the resources and skills at hand, resulting in varying
quality of courses and educational materials. The end
result is that development and delivery of training is
often outsourced, again with widely varying quality
levels noted in trainings received, making it difficult to
select training with any assurance that it will meet local
needs. This was an observation made by a nationwide
group of evaluators who were charged with assessing
state public health preparedness centers funded by the
Centers for Disease Control and Prevention (CDC).
Indeed, it was a major concern in group discussions
from 2005 to 2007.

Adding to the complexity of course selection for
health departments is the vast number of organiza-
tions offering training materials—each difficult to
differentiate from the other. For example, incident
command training is offered by a variety of federal
agencies (e.g., Federal Emergency Management Agency
and CDC), private industry, and academic institutions,
such as those within CDC’s Centers for Public Health
Preparedness (CPHP) program.! PHEP courses vary
widely in modality of delivery (e.g., online, live satellite
broadcast, or face-to-face), level of knowledge required,
length of time required, and structure. The plethora
of options can be a help and a hindrance. While it is
useful for public health agencies to have a wide array
of options, that array poses a challenge for training
directors and others who need to quickly ascertain
which courses will best help their staff members.

Thus, CDC requested the assistance of the CPHP
National Collaborative Network of Public Health Evalu-
ators (hereafter, Collaborative Group) to address the
issue. Individuals in the Collaborative Group came from
23 schools of public health across the United States and
included 32 evaluators with backgrounds in psychol-
ogy, sociology, anthropology, education, and public
health. After deliberation, the Collaborative Group
decided they could best assist public health agencies
by identifying the characteristics that determine quality
in PHEP training courses. Understanding the charac-
teristics would better position agencies to develop or
sort through available training options. Once the Col-
laborative Group identified the key aspects of quality,
they converted them into an instrument, or checklist,
for utilization. The quality criteria, the Training Selec-
tion System (TSS), and preliminary feedback from

PHEP practice partners about its perceived utility are
described in this article. The ideas and concepts pre-
sented represent a consensus of ideas and practice on
the part of the Collaborative Group and are drawn from
the literally hundreds of years of combined experience
and evaluation wisdom possessed by this group.

FOUNDATION FOR THE TSS

The Collaborative Group (with input from the Associa-
tion of Schools of Public Health [ASPH] and CDC)
began its examination of measures of quality through a
process of facilitated discussion. First, they formulated
and sorted many different criteria into three domains:
(I) course design and structure, (2) training content,
and (3) evaluation of learning. More detailed specifi-
cation was then undertaken for each criterion within
a domain. To be of practical value, the Collaborative
Group limited the number of criteria in each domain
to five.

SELECTION CRITERIA: FIT VS. QUALITY

There are aspects of training that are necessary for an
effective training, but which do not connote quality.
The depth or level of difficulty of a training is not neces-
sarily a measure of quality. For example, all things being
equal, a very high-quality training for receivers of explo-
sion and blast injuries may not be equally appropriate
for emergency department nurses, trauma surgeons,
and paramedics. Itis of no less quality when applied to
one group vs. another; however, its appropriateness or
fit can vary quite a bit. For the purposes of this guide,
variables that do not directly concern quality but are
essential to the effectiveness of training will be referred
to as “criteria of fit.” Fit is concerned with modality of
delivery (e.g., online or face-to-face) and duration of
training (e.g., two hours or two weeks). Such questions
allow those seeking training to quickly find a match, or
fit, given the demographic characteristics of the target
population for training against available resources. In
contrast, “quality criteria” include instructor traits (e.g.,
knowledge level or teaching/communication skills),
content accuracy, clarity, and internal monitoring of
implementation.

Ensuring an appropriate fit is important for training
selection, as it matches a course to the specific needs
of the group being trained. Quality-oriented criteria
focus on intrinsic aspects of training: structure and
design, content, and evaluation of learning. In this
article, we discuss the fit and quality dimensions within
these three domains.
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Domain I: Assessing structure and design

Structure and design refer to appropriate training
opportunities—intended audiences, presence of
measurable learning objectives, and competency-
based development. Criteria are basically descriptive
in nature.

Criterion 1: Course content is appropriate for the target
audience.
Assessment queslions.

¢ JIsatarget audience identified in terms of experi-
ence and education? (Fit)

e Does the audience match the audience for whom
the training is intended, in terms of experience
and education? (Fit)

* Based on your review of the materials, does the
curriculum content match the needs of the target
audience? (Fit)

¢ Does the curriculum include well-defined learn-
ing objectives? (Quality)

* Do the training goals and objectives address the
learners’ identified training needs? (Fit)

¢ Is the curriculum content directly related to the
stated objectives? (Quality)

e Is it reasonable to believe that learners will be
able to perform their jobs better after the train-
ing? (Quality and Fit)

Justification/rationale. Training is developed for a
specific audience, so the target audience should be as
similar as possible to the one for which it was ideally
designed. If the two do not match, a training program
is unlikely to meet its objectives. In this regard, it
is essential to consider the learners’ education and
experience. It is also important to look closely at
learning objectives, which we define as statements
of the measurable achievements that result from the
learning activity. Learning objectives contain course
content and communicate what skills, attitudes, and/
or knowledge one should gain. Objectives facilitate a
common understanding of a course.

Criterion 2: Course level is appropriate for participants.
Assessment questions.

e What course level is appropriate for the target
audience? (Fit)

® Does the course match the desired skill level of
the target audience? (Fit)

Justification/rationale. In 2001, the Council on Link-
ages Between Academia and Public Health Practice
divided skill development into awareness, knowledge,
and advanced levels of competency.? These develop-

ment levels are important for ensuring the appropriate
selection of training. Learners being taught at the right
level should be more engaged, should better reach
their potential, and will be more likely to participate
in future training.

Criterion 3: Course format is appropriate for the
participants.
Assessment questions.
e Which type of modality provides the most effec-
tive learning for the target audience? (Fit)

® Does the course have supportive materials, manu-
als, handouts, and quizzes? (Quality)

e What level of interactivity does your audience
require for effective learning? (Fit)

® Does this course meet the target audience’s
required level of interactivity? (Fit)

Justification/rationale. Course format is primarily a
criterion of fit. Every individual has a preferred learn-
ing style that ties more into one delivery format than
another. Relatedly, interactivity has to be considered
and is dependent on the type of material that is pre-
sented and the degree of learner involvement best
suited to the course® (Figure 1). Whenever possible,
training developers/selectors should identify what
is most beneficial in these two regards for the audi-
ence with which they are working. The format should
be appropriate, accessible, and understandable to
learners.

Another relevant issue involves supportive materials.
The Collaborative Group felt that the availability of sup-
portive materials is an indicator of course quality—the
more course materials available, the more thoroughly
the course has been developed.

Criterion 4: Continuing education credit is provided to meet
the needs of certain public health professionals.
Assessment question.

® Does the course offer continuing education units
(CEUs)? (Fit)

Justification/rationale. The assignment of CEUs for
course completion does not necessarily ensure high
course quality. However, in practice, certain sub-dis-
ciplines in public health require CEUs for continued
licensure and will favor courses that do offer them.
Further, many participants ascribe more legitimacy to
a course with CEUs sanctioned by their profession.

Domain II: Content of the training

Assessment of training content involves answering two
questions: First, are the training topic, course level,
and teaching modality (e.g., compact disc, in-person,
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or webcast) appropriate for those to be trained? And
second, are these elements being brought together in a
way that facilitates meeting student learning needs?

Criterion 5: The training was developed and will be deliv-
ered by qualified content experts and is based on current
evidence and good science.

Assessment question.

¢ Based on the background materials provided, are
the course developers and trainers competent to
design and implement the training? (Quality)

Justification/rationale. It is important to consider
the organization, agency, and/or academic settings,
and credentials of the planners and instructors when
evaluating this criterion.

Criterion 6: The design and delivery of the course will
accomplish the training goals and objectives.
Assessment questions.

¢ Isaschedule of training and educational activities
included in the curriculum? (Quality)

® Based on the curriculum and the knowledge and
skill level of the learners, is the time allotted for
content areas reasonable for the learning objec-
tives to be met? (Quality)

¢ Is the curriculum organized in a logical manner?
(Quality)

® Are the teaching methods appropriate for meet-
ing the learning objectives? (Quality)

e Will participants have access to curriculum
materials or support after training is completed?
(Quality)

Justification/rationale. Criterion 6 contains the quint-

essential elements of quality. For a training to be effec-
tive, the time allotted to each content area or activity

is critical. If insufficient, it is illogical to assume the
learning objectives can be mastered during this course.
Analogously, matching teaching methods to the learn-
ing objectives and ensuring the course progresses from
concrete to abstract, general to specific, and simple to
complex can help learners make necessary cognitive
connections. Matching design and delivery to objectives
is essential for a quality course.

Domain III: Evaluation of learning

Learning is paramount to the success of any training.
In practice, evaluation of learning can be approached
from two different perspectives: program evaluation
and assessment of impact on the learner.

Criterion 7: The course evaluation includes a data-collection
tool to gather information about the characteristics of the
participants and the course.

Assessment question.

* Does the course include methods to collect back-
ground information about participants, such as
characteristics or previous experiences, prior to
its start? (Quality)

Justification/rationale. To be accountable to funding
agencies, training packages must have provisions to
obtain demographic data describing participants and
what services were provided. Obtaining demographic
data (such as participant gender, ethnicity, and geo-
graphic location) ensures that the appropriate people
were reached. Higher-quality course evaluations incor-
porate the completion of forms gathering characteris-
tics about participants and the course into the delivery
structure of the program via Web-based forms that allow
the information to be automatically compiled into a
reporting format available to the funding agency.

Figure 1. Interactivity strategy levels® recommended by the CPHP National Collaborative Network of
Public Health Evaluators to help determine if a course format is appropriate for PHEP training participants

Level

Description

Level |—Passive

The learner acts as a receiver of information by reading text on the screen; viewing graphics,

illustrations, and charts; and using navigational buttons to progress forward and move back

through the program.

Level ll—Limited interaction

The learner makes simple responses to instructional cues. The product includes Level |

learning activities and multiple choice and column matching related to text and graphics.

Level lll—Complex participation

The learner makes a variety of responses using assorted techniques in response to cues. The

responses may include those listed in Level Il.

Level IV—Real-time participation

The learner is directly involved in a lifelike set of complex cues and responses.

*Department of Justice (US), Office for Domestic Preparedness. ODP approach for blended learning. Washington: DOJ; 2003. Also available
from: URL: http://www.homeland.ca.gov/pdf/BlendedLearning.pdf [cited 2010 Jun 24].

CPHP = Centers for Public Health Preparedness
PHEP = public health emergency preparedness
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Criterion 8: The course evaluation includes instruments that
gather feedback from multiple sources to demonstrate that
the course was delivered as planned and to inform decisions
about course improvement.

Assessment queslions.

e Does this course contain methods (forms, tests, or
observations) to collect evaluation data/informa-
tion? (Quality)

® Does the course monitor its implementation by
collecting the degree of course content planned
and covered? (Quality)

¢ Are measures of participant satisfaction collected
during the course? (Quality)

® Does the course monitor implementation by
collecting measures of participant perceptions
of course quality? (Quality)

® Does the course monitor implementation by col-
lecting facilitator/instructor perceptions of how
well the course is progressing? (Quality)

* Are external observer perceptions of course qual-
ity collected? (Quality)

Justification/rationale. Process data are valuable to
help identify problems that might be preventing a
course from being delivered as designed. These data
are utilized to modify and improve the course for
future presentations, facilitating ongoing refinements
in course delivery and examining the extent to which
learning objectives are met. Course evaluations should
gather data from multiple sources—participants, facili-
tators, and external observers where applicable—to
enhance in-depth perspectives and increase the likeli-
hood of better solutions for course-related problems.
Ideally, data should be collected in real time, during
and after face-to-face and online courses, keeping in
mind that the longer the break between course comple-
tion and assessment, the less accurate it will be. The
exception is follow-up to determine if learning is sus-
tained over time after the course. The key is to quickly
assess process data so timely feedback can be provided
to improve the course the next time it is offered.

Criterion 9: The course includes assessment tools to evaluate

whether the program is having its desired effect—improving

participant knowledge, skills, and competencies.
Assessment questions.

® Are measures of participant learning collected
during the course? (Quality)

* Does the course assess changes in learners’
knowledge of course content with pretests and
posttests? (Quality)

e Does the course assess learners’ attainment of
competencies with posttests, demonstration-
of-skill checklists, exercises, or other means?

(Quality)

e Are learners’ attitudes about course content
determined? (Quality)

Justification/rationale. Impact evaluation examines
whether the program is creating its intended outcome.
Information is gathered by testing participants before
and after training. Comparison of pre- and post-training
performance determines improvement resulting from
training. Such measures might also come from on-
thejob observations and/or simulations. Going even
further, top-of-the-line evaluations often look at the
degree to which learning is retained or, in the best-
case scenario, transferred to the job six months to a
year later. But this is resource intensive. To reduce
costs, participants are frequently asked to report their
own perceptions of increased competency. While this
request is reasonable, it is not nearly as reliable or
accurate as actual measures of knowledge or skill.

Criterion 10: The course represents a best practice.
Assessment questions.

* Has the course been taught in other settings?
(Quality)

e Ifso, have the measures and results been consis-
tent with the original offering? (Quality)

* Has the course been taught to other audiences?
(Quality)

e If so, have measures and results been consistent
with the original offering? (Quality)

Justification/rationale. Although many courses claim
to represent best practices, they often do not provide
any data to substantiate that assertion. Indicators of
best practice can come from feedback from previous
participants, information regarding successful imple-
mentation/application of the course content to the
workplace, and evidence that the course has been suc-
cessfully utilized elsewhere by a different participant
demographic (i.e., generalization).

Criterion 11: The course addresses external guidelines.
Assessment questions.

e Have the competencies in the course been
identified and tied to course objectives? (Fit and
Quality)

e Have Target Capabilities* and/or Universal
Tasks® been tied to course objectives? (Fit and

Quality)
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Justification/rationale. CDC views competency as a
foundation for PHEP training. The goal is to tie com-
petencies to identified jobs or roles.® This process is
facilitated by utilizing competency-based needs assess-
ments to identify relevant training. For example, CDC
requires that CPHP map bioterrorism core competen-
cies’ to each course developed for state and local public
health partners. If this is done, the end result should
be a more competent public health workforce.

A second approach to connecting training to exter-
nal guidelines involves the Department of Homeland
Security (DHS) Target Capabilities List* and Universal
Task List.” The Target Capabilities List consists of an
evolving set of emergency response capabilities, each
composed of subsets of specific tasks taken from the
Universal Task List. These tasks are specific enough
to be readily observed or measured. State training
directors are under pressure to ensure their exercises
comply with this guideline. DHS mandates that states
evaluate their drills and exercises via a standardized
system called the Homeland Security Exercise and
Evaluation Program (HSEEP).® It is designed to inte-
grate observational measures that identify strengths and
weaknesses specific to Target Capabilities. Given this
metric, it is important that training directors seek out
courses that can fulfill the needs identified by HSEEP.
Similar to the competency linkages, Target Capabilities
in courses must be assessed. As with competency-based
training development, if training is linked to desired
Target Capabilities, it should build appropriate PHEP
capabilities.

USING RESPONSES TO SELECT
OR DESIGN A TRAINING

The TSS may be used in its entirety or broken into
subsections according to the needs of the training
designer/selector. However, the individual items of
the TSS are not designed to be stand-alone indicators
or predictors of quality. Applying the full instrument
to design or selection involves working through each
of the domains, criteria, and questions. Domain I is a
broad determination of fit between a specific training
activity and learners. “Yes” answers in Domain I are
necessary before selecting a training activity. A course
that does not develop learners’ skills to the needed
level will not advance the capability of an organization.
To assess Domain II (Criteria 5 and 6), one would
need “yes” answers to questions 16-19. Question 20
reflects the availability of curriculum and support to
the extent needed. Domain III (Criteria 7-11) concerns
participant demographics, the comprehensiveness of
the evaluation, and changes in knowledge that have

occurred; more “yes” responses are desirable. Replica-
tion in multiple settings (Criterion 10) demonstrates
reliability and generalizability. Lastly, competency-based
needs assessments and other external guidelines need
to be addressed as appropriate.

Training directors are encouraged to rate courses
with the TSS (Figure 2). This rating will help ensure
the best possible course is selected for any given need.
And if an agency decides to develop its own training,
the TSS provides excellent guidance for doing so.

FEEDBACK FROM THE FIELD: VETTING THE TSS

The Collaborative Group decided to seek feedback
on the TSS’s utility from practitioners at the 2006
Public Health Preparedness Summit. To this end, the
instrument was introduced to practitioners along with
a sample of materials from actual trainings that are
available on the ASPH Collaborative Group website.
Participants—representatives from local and state
health departments—were asked to use the TSS to
examine the training examples. Following the exer-
cise, the participant group discussed the utility of the
TSS.

Both the strength and weakness of the TSS was per-
ceived to be its comprehensiveness. While there was
agreement that the domains, criteria, and questions
covered a vast range of fit and quality variables, this
range was far more than the practitioners needed or
could apply. They suggested shortening the number
of items on the TSS. In response, the authors are cur-
rently examining this possibility via a weighted rating
of the utility of each item.

The participant group also suggested the TSS be
divided according to fit and quality questions. In this
way, all courses could be scored on quality, and these
ratings could be made available to those searching
for courses. The fit questions would be used to fil-
ter through courses to find the best training match.
Accordingly, the questions are now labeled as fit or
quality indicators.

NEXT STEPS

There is additional debate as to who should be rating
courses and if ratings can be carried out reliably. It
would be possible for training developers to self-rate.
Self-rating would be the least resource intensive, but
the Collaborative Group felt such a methodology
would lack in validity and show bias toward the training
developers. Alternately, a neutral party could assess the
quality of extant courses, but such a task would be costly
and could create discomfort on the part of training

Pusric HEALTH REPORTS / 2010 SUPPLEMENT b / VoLUME 125



0 'd uo panunuoo

ON / SeA ON / SeA ON / S®eA ¢Buiuresy sy} yuswa|dwi pue
uBisep 03 Jueredwod siauiel} pue siadojarsp asinN0d oy aie ‘papircid sjelsiew punoiBoeqg ayi uo paseg ‘G|

"90Ud10s POOB pue 92UBPIAS JUBLIND UO paseq s| pue suadxe Juaiuod payijenb Aq pasanijep aq (jim pue padojonrsp sem Bujuiesy 8y :G UOLBILD

ON / S®A ON / SeA ON / SeA $SN3D J8y0 8s54n0d 8yl seoq ‘Y|

‘sjeuossajoid yyjesy oijgnd urened jo spasu oyl 19aw 03 papirocid si 1paId uoeINPS BUINURUOCY (f UOLISILD

ON / S8A ON / S8A ON / S8A ¢Auninoeialul o [9Aa] paisinbal seousipne 1961e} 8y} 198W 9SIN0D SIY s90J '€l
v/e/rc/ L v/e/rc/ L v/e/rc/l uonedionied swin-jeay = p ‘uonedpiued xo|dwo) = ¢ ‘uondeIRIU PAUWIT = Z ‘OAIssE] = |

(Buluies| anipdays oy alinbal adusipne syl seop ALAIDRISIUI JO [9AS] IBYM  Z|

ON / S8A ON / SOA ON / S®A (sozzinb pue ‘synopuey ‘sjenuew se yons ‘sjessiew aaipoddns ajeudoidde aney esinod ayy seoq (||
v/e/rc/ L v/e/rc/L v/e/rc/l JBYI0 = ¥ INOY-0D = € 'dUUQ =  '8de}-0}-8dey = |

(@oualpne 196.e] ay) Joy Buiulea| aandays 1sow syl sapircid Aljepow jo adAy yoiypmn ‘0l

'syuedioipied sy uoy areldoidde st jeurio) asinoy g uoLdD

ON / SeA ON / S9A ON / SOA J@ousipne 1961e1 aU1 JO [9AS] || PaJISOP Sy} YdleW 85IN0d 8y} s80q 4
€/e¢/l €/¢/1 €/¢/1 peduerpy = ¢
‘s|qeaBbpajmouy| = z ‘ssaualemy = | jadusipne 196.1e1 sy} Jo spasu ay) Joj areudoidde si [ans| 85iN0d YDIYM '8

‘syuedioied uoy e1eudoidde si jans) asino) iz uousll)

ON / SOA ON / S®A ON / S®A (Buiuren ayy seye seneq sqol Jiey) wiopad 01 9|ge aq [|IM SIauIRd| 1By} SASI|Sq O} S|Ceuoseal I s| “/
ON / SOA ON / SOA ON / SOA ;seAndalqo paleis ayl 01 a1e|al A1984Ip 1USIUOD WIN|NJLUND 81 S80 9
ON / SOA ON / S®A ON / SOA ispeau Buiulen paiyjuspl sisules| syl sseippe saAldalqo pue sjeob Bululely ayr og °g
ON / S8A ON / S8A ON / SeA ;seAndalqo Bulules| paulep-||@m apn|oul WNNJLUND 8yl $80q  “f
ON / S®A ON / S®A ON / S®A j@duaipne 196.e] 8y JO SPasU By} Yd1ew JUSIUOD WNNJLLND 8y} S0P ‘S|elalew 8y} JO Malral INoA uo paseg ‘¢
juonesnpa pue
ON / S®A ON / S®A ON / S®A aousLadxa |euoissajold JO SWIS] Ul PapuLBIUl S| Bulules] Syl WOYM JOj dUsIpne oy} ydlew adusipne ayl saop ‘sak §| °Z
ON / SOA ON / S®A ON / S®A juoneonpa pue aousLadxa |euoissajold Jo swd] Ul palyuspl sousipne 1061e) paisabbns e's| |

"aoualpne 196.e} oy Joy aeldoidde si Jusiuod asinoy) 1| uoLdILID

£ 9sin0) Z 9sin0) | ©5in0) suoisanb Buipinberiaid

SHels JI9y] JO spasu ay) s}eaw 3saq Buluieny d3Hd Y21ym noge suoispap axew sapuabe yijeay oiqgnd [edo| pue ajeis
djay o3 suojenjenz yijesH dijqnd 30 IoMmiaN 9AReIOqe||0D [euoneN dHdD oYt Aq paubisep ‘waisAg uondsjeg Bululed) *z a.nbig

Pusric HEALTH REPORTS / 2010 SUPPLEMENT b / VoLUME 125



¥ 'd uo panunuoo

ON / S°A

ON / SeA
ON / SeA
ON / SeA

ON / SeA

ON / SeA
ON / SSA
ON / SeA

ON / SeA

ON / SeA
ON \m®>
ON / SeA

£1US1UOD 8SIN0D INOCe SOPNIE ,SISUIeS| SS9SSEe 95IN0D 8U] $80(
;sueaw JaYlo Jo 'sasioloxe

‘SISIPPAYD S||1b{S-§O-UoIIe)ISUOWSP ‘$1591350d UM JUSIUOD 85IN0D JO aBPa|MOU| ,SI9UIed| SSasse 9SIN0d ay} $90(
is1sensod pue sysarald Yum Jus1U0d 9sIN0d Jo aBpajmous| siaules| ul sabueyd ssasse asinod oyl sa0(

$9sin02 oy} Buunp Bujutes| Jueddiped jo sainseaw Bunos|j0d Aq uoijeluswa|duwl s} JO}UOW 8SIN0D B} $90(

LE

o€
‘6¢
‘8¢

‘sappualadwoo pue ‘s|jiys ‘ebpamousy juediipied Buiroidwi—ioaye paiisep sy Buiney si weiboid ay) Joyioym a1enjers 0} S|00] JUBLISSSSSE SSPN|OUI 8SIN0D By 4 UOLIBIID

ON / SeA

ON / SSA

ON / SeA

ON / SeA

ON / SeA
ON / SeA

ON / SSA

ON / SeA

ON / SeA

ON / SeA

ON / SeA
ON / SeA

ON / SeA

ON / SeA

ON / SSA

ON / SeA

ON / SeA
ON / SSA

¢Kujenb asinoo jo suondeoiad saniesqo jeussixe Buioa|j0d Ag sseooid uoieiuswa|duwl s} JOHUOW BSINOD BY} S80(
¢ BuissaiBoud si as1nod

ay} ||om moy jo suondediad Jojonisul/iolel|ioe) Buos|jod Ag ssedoud uoneluswaldwl i JOHUOW 8SIN0D 8yt s90(]
i Aujenb

9s1n02 jo suondedsad juedpiued jo sainsesw Bunos||od Aq sseooid uoneusws|duwl S} J0HUOW 8SIN0D By} $90(
$9sIN0d

ay} Buunp uonoeysiies yueddnued jo sainseaw Buda||od Ag sseooid uonejuswalduwl sH JOHUOW 8SIN0D By} S80(]

i palanod

pue pauuejd Jus1U0d 8sIN0D Jo 8a1Bap a1 Bunoe||0d Aq sseooid uoneusws|duwi S JOHUOW 8SIN0D By} S80(

¢ UOI1BWIOUI/E1eP UOIIBN|EAS 108||0D O} (SUOITRAISSCO PUE 'S}S} ‘SWIO) SPOUISW UIBIUOD 8SIN0D 8y} $90(]

LC

9¢

'S¢

e

€¢
44

‘Juswanoldwi 8sinod 1Noge suoIsIDep WIojUI
01 pue pauue|d se paiaAljep Sem 95IN0D BY1 1Y) S1eJISUOWSP O} S824N0S ol NW WOy ¥0eqpasy Jayiel 1eyl syusWNIIsuUl SopPNjoUl UOIIBN|EAS 8SIN0D 8] g UOLISIID

ON / S®A ON / S®A ON / S®A ;uess sy oy Joud syuedpiued
1noge (seousuadxa Joud pue soisieldrIEYd) UOIBWIOMI PUNOIBYDE] 199||00 O} SPOYIdW dPN[dUl 8SIN0d 8y} $80( |7
"951n00 8y} pue syuedioied ayy Jo sonsuBIORIEYD INOGE UOIBWIOLUI J9Y1e6 O] [00] UOIIDS||0D-BlEP & SOPNOUI UOIIeN|BAD 8SIN0D 8| :/ UOLISIID)
ON / S®A ON / SOA ON / SeA i parejdwod si Bulutesy ayy Jeyye poddns Jo sjeuajew winNdLLIND 0} ssadoe aAey siueddiped (I 02
ON / SeA ON / S8A ON / SeA isannoalqo Buiutes| ayy Bunesw Joy areudoidde spoyrew Buiyoesy pasodoid ayy sty 4|
ON / SBA ON / S8A ON / SeA iJouuew |e2160| e Ul paziueBIo WNNDLIND 8Y} S| ‘gl
(1w aq 01 saAalqo Buiuies| syl Mojje 0} JUBIDIYNS Bae JUSIUOD JO
ON / SeA ON / SOA ON / SOA o1doy yoes 1o} peno||e SWIl DY} S| ‘SIOUIBS| B} JO S|DAS| ||DIS PUB 9BPaMOUY puB WN|NDLLUND SU} Uo paseg /|
ON / SeA ON / SOA ON / SeA $WN|N2LIND 8Y} Ul PUIINO SOINAIROE [euoizedonpa pue Buluiel} jo anpayds e s| 9|
"saAnalqo pue sjeob Buiuresy eyl ysijdwoooe jjim 8sinod ayy jo Aiaalep pue ubisep ey :9 uousD
€ 9s5in0D Z 95I1n0) | ©5in0D suonsanb BuipinbeLiaid

S}e1s 19y} jo

spaau ay} sjesw 3saq Buluiesy d3Hd Y21ym 1noge suoisap axjew sapuabe yijeay diqnd [edo] pue ajeis
djay o1 siojenjenz yyjeaH dljqnd Jo JMoMmisN @AReIoqe|o) [euoneN dHdD @Y: Aq paubisep ‘wiaysAg uoipsjes Bulules] ‘(panunuod) g ainbig

Pusric HEALTH REPORTS / 2010 SUPPLEMENT b / VoLUME 125



jun uonesnpe Buinupuod = NID

Kiowsw Ajuo-peas osip pedwod = NOY-AD

ssaupasedaid AousBiawe yijesy ognd = 43Hd

ssoupaiedaid YyeaH dl|gqnd 104 SI91U8D) = dHJD

"UOI1BJBPISUOD JapUn (s)Bululel} 8y} J0) S|BLIS1EW S|ge|IEAR MBIASI PUE (S)1OUIBS| PapUSIUl S} JO spaau Bulules sy} ssasse pjnoys sapusbe ‘§g) oyl Buisn aiojag Aousbe

8y} Jo spaau ayy uo paseq Aiea |im eduepodwi ‘quenodwi Ajjenba jou e suonsenb ||y JUSIUOD eiLIS YHM $8SIN0D 881y} 01 dn MBIASI O} SI8SN SMO||e |00} 8} JO INOAR| 8| "8dusipne
papuslul a1 Jo a|A1s Bulules| pue spesu 8y} UO Pased 82IN0sal [eUOEINPS Yoes Jo ssausieldoidde pue Aijenb sy ssasse 01 sepusabe smojje (SS]) Waishkg uonss|as Buiurel] ay].

ON / seA ON / SeA ON / S®A ;soAalqo
9SIN0D B} 0} P} PUE PBYIIUSP! USSJ SISSAUPPE BSIN0D By} SySe] [esIdAlun Jo/pue sanijiqeder) 1ebie] ay) aney /¢
ON / SOA ON / SOA ON / SOA £S9A128(q0 851N0D BY1 O} Pall pPue PalyUSP! USS] P|iNg 0} Palabiel si 8sINod sy} sapusladwod ayl sAeH '9¢

"sauljapInb 101X Sassalppe 8sIN0d 8y | | UOLSILD

ON / SeA ON / S®A ON / S9A (Buusyo
[eulBlIo 8Y1 Y1im 1US1SISUOD USSQ S}NSal pue sainseaw aAeY 'S@duUsIpne Jaylo 01 1ybnel usaq sey 9sinod 8yl §| ‘Ge
ON / S8A ON / SeA ON / S9A (sedusipne Jaylo o3 1ybney usaq 8siN0d 8yl seH ‘¢
;Bulsyo
ON / SeA ON / SOA ON / SOA [eulBLIO By} Y1Mm 1US]SISUOD USaQ S}Nsal pue sainseaw ay) aAey ‘sBumlas Jayio Ul ybney usaq sey asinod sy §| ‘€€
ON / SeA ON / S9A ON / SOA ¢sBumeas Jayjo ur 1yBney usaqg 9sIN0d By} SeH  ZE

.QUEUNLQ 1seq e m«t@m@;&&; 9s8IN0d 8y | Q| uousl)

£ 9sin0) Z 9s4no) | 8sino) suoisanb Buipinb eriaid

-S}JE1S 119y} JO spasu ay} s}9aw 3saq Buluiesy d3Hd Y21Yym 1noge suoisdap ajew sapuabe yijeay diqnd [edo| pue ajels
djay 03 siozenjen3 yijesH diiqnd 0 dHomiaN aAneIoqe||o) [euonleN dHdD 243 Aq paubisap ‘waisAg uonodajas Bujuiel)] (panunuod) g ainbig

Pusric HEALTH REPORTS / 2010 SUPPLEMENT b / VoLUME 125



42 <& PRACTICE ARTICLES

developers. Tensions arise when developers are asked
to submit to external quality assessment. Who does
this, and how should it be done? Until neutral exter-
nal evaluation results become available, public health
agencies are encouraged to take on this task to a lesser
extent by applying the TSS. The Collaborative Group
hopes the TSS will help agencies select or develop
training products that best meet local needs.
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